Sub-diffraction imaging on standard microscopes through photobleaching microscopy with non-linear processing
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Summary
Visualization of organelles and molecules at nanometer resolution is revolutionizing the biological sciences. However, such technology is still limited for many cell biologists. We present here a novel approach using photobleaching microscopy with non-linear processing (PiMP) for sub-diffraction imaging. Bleaching of fluorophores both within the single-molecule regime and beyond allows visualization of stochastic representations of sub-populations of fluorophores by imaging the same region over time. Our method is based on enhancing the probable positions of the fluorophores underlying the images. The random nature of the bleached fluorophores is assessed by calculating the deviation of the local actual bleached fluorescence intensity to the average bleach expectation as given by the overall decay of intensity. Subtracting measured from estimated decay images yields differential images. Non-linear enhancement of maxima in these diffraction-limited differential images approximates the positions of the underlying structure. Summing many such processed differential images yields a super-resolution PiMP image. PiMP allows multi-color, three-dimensional sub-diffraction imaging of cells and tissues using common fluorophores and can be implemented on standard wide-field or confocal systems.
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Introduction
Numerous super-resolution imaging technologies have recently emerged, including stimulated emission depletion (STED), photo-activated localization microscopy (PALM) and stochastic optical reconstruction microscopy (STORM) (Hell and Wichmann, 1994; Gustafsson et al., 1999; Gustafsson, 2000; Heintzmann et al., 2002; Betzig et al., 2006; Hess et al., 2006; Rust et al., 2006; Fölling et al., 2008; Heilemann et al., 2008; Dertinger et al., 2009; Gong et al., 2010). These technologies allow for the accurate imaging of labeled molecules by separating their imaging in time or space, enabling researchers to bypass the resolution limit of conventional light microscopy (Abbe, 1873). Given the impact on biological research, super-resolution technology has gained great attention; however, assembling a super-resolution device or acquiring an integrated solution can be expensive and custom-built systems still outperform the commercial ones. Moreover, the aforementioned strategies are not applicable without additional hardware and/or imaging sensitivity. A different strategy that allows easy accessible super-resolution imaging is thus a very attractive alternative.

Here we describe a novel approach to achieve sub-diffraction imaging beyond the point where emitters are in such close proximity that they form a single indiscernible diffraction pattern as described by the Abbe limit (Abbe, 1873). We exploit stochastic processes to generate multiple consecutive sub-images that can be reconstructed to yield a significantly improved image at sub-diffraction resolution. More specifically, we use bleaching to image sub-populations of fluorophores, hence the name ‘photobleaching microscopy with non-linear processing’ or PiMP. Pointillistic approaches (such as PALM and STORM) exploit the principle of decomposing the object over multiple images, but require only a small sub-population of isolated single molecules to be present per frame. In contrast to these, we analyze the positions at which the bleaching deviates from the expected (average) bleaching per frame. Such analyses are possible because the number of bleached fluorophores on densely labeled neighboring structures (that might be located at a distance below the diffraction limit) is in most cases not equal owing to the stochastic nature of bleaching. This stochastic effect can be used beyond the single-molecule regime to approximate probable fluorophore locations in the underlying structure. Hence, the combination of extracting and enhancing spatial information of sub-populations of fluorophores from different images can yield a sub-diffraction image revealing information otherwise concealed by diffraction. Biological samples usually exhibit a redundancy of labeling with respect to the underlying structural information.
even at high resolution. The redundancy in labeling allows analysis of images using PiMP with typical bleach-rates of multiple fluorophores per frame and per position in the object (i.e. per final resolution element in the image). This redundancy, together with the stochastic decay of labeling intensity over time, allows the retrieval of significantly more structural detail than possible in conventional microscopic imaging, where a single image is used to reveal ‘all’ fluorophores at the same time.

We have tested multiple fluorophore arrangements and acquisition parameters using computer-based simulations and provide several examples of PiMP imaging of biological samples using both confocal and wide-field microscopes. Moreover, we compare the images achievable with PiMP with established super-resolution methods. Given that PiMP is compatible with ordinary fluorescence and confocal microscopes, allowing multicolor and 3D imaging, our strategy now makes sub-diffraction imaging easily accessible for many cell biologists.

Results
Establishing PiMP
In conventional fluorescence microscopy, a single image is typically acquired to reveal the image of the labeled object. Owing to diffraction, an image of, for example, a dense point grid

![Fig. 1. Illustration and simulation of PiMP imaging.](image)

(A) Illustration of bleaching. Irresolvable structures at equally labeled density. The sum of their PSFs forms an intensity plateau (yellow overlay). Upon repeated imaging, the fluorophores on these structures bleach. Owing to stochastic uneven bleaching, peaks and troughs of different heights appear in the ‘yellow plateau’. Simulation of PiMP using a simulated wide-field PSF. For the calculation, we assumed an objective lens with 1.2 NA, 520 nm fluorescence emission and a refractive index of 1.33 and 50 nm pixel pitch. PiMP enhances and sums the local maxima in differential images of a series of bleach images (see Results). (B) The test object, containing several structural features such as rings lines point grids and a star pattern with spokes that are narrowed down towards the center. (C) The sum of 100 images of a bleach series of the object in B. (D) PiMP reconstruction in the presence of photon noise (insert shows changed contrast). Scale bar: 1 μm. In contrast to single-molecule techniques, PiMP does not need the unambiguous identification of single molecules. This leads to events where neighboring structures bleach at the same time. (E) To explain the image formation and the contribution of these events to the final image, the same image as above is analyzed now comprising only two spots. Examples of the object, the wide-field image and PiMP after ten images with different bleach rates (5%, 10%, 20%) are shown. (F) Average line profiles of ten repetitions through the two spots in E. The error bars indicate the s.e.m. (G) To explain why a ‘dip’ is created between the two spots when using bleaching above the single-molecule regime, the probability of symmetrical and almost symmetrical bleach events (less than 50% and less than 30% intensity difference between the bleach events; for 50 dyes on the two spots after the first image) is calculated and plotted for the three bleach rates used in E and F. Symmetrical and related events contribute to the PiMP image that is generated, but owing to their minor stochastic contribution to the final image, allow separating the two points as separated entities. (H) Table displaying the optimized simulation and reconstruction parameters used in D, with variations of these parameters shown in supplementary material Figs S2–S4.
(spaced closer than the resolution limit) will show a plateau of uniform brightness (Fig. 1A). However, by acquiring consecutive images of the same region, inhomogeneity in each image is revealed, caused mostly by stochastic fluorophore bleaching, but also by other brightness fluctuations such as blinking or photoswitching. During bleaching, the image exhibits peaks and troughs because of non-uniform bleaching of fluorophores (Fig. 1A). This stochastic process changes the visible population of fluorophores. The ability to separate sub-populations of fluorophores in consecutive images provides more positional information and allows us to extract structural information beyond the diffraction limit. PiMP analyzes these changes in image brightness over typically tens to hundreds of images, with the aim of revealing the underlying structure of the emitters.

To provide evidence for this idea, we modeled PiMP in silico using a complex object (Fig. 1B) and tested the system under several simulated conditions. The test object accommodated many different features to assess the resolution and detect potential artifacts of the technology. The center part of our test object refers to a general optical instrument test pattern akin to the “Siemens star” or ISO (International Organization for Standardization) 15775 test pattern. In our case, the pattern was sampled with a 50 nm pixel size and consists of 50 radial spokes scaling in size with distance from the center. The object was labeled homogeneously with 50 dye molecules per pixel in the spokes with one of these spokes kept at double and one at 20% of fluorophores per pixel. The spokes meet at a homogenous round object in the center with the same labeling concentration. The test object further contains disks and rings of different sizes, one of them having smooth borders (rounded to the nearest integer number of molecules) to investigate the performance of the algorithm for objects with less confined labeling density at its borders. Moreover, it contains two lines crossing at an angle of 25° and additionally an array of points spaced at distances larger (400 nm) and smaller (200 nm) than Abbe’s resolution limit ($D_{\text{min}} = \frac{\lambda}{2\text{NA}} = \frac{520}{2.4} = 217 \text{ nm}$). Each of these points contains 100 fluorophores. In the lower part of the object, we placed a linear concentration gradient to test for overall brightness linearity of the method.

Next, we simulated the bleaching events of fluorophores during the acquisition of a series of images of this test pattern and by assuming a constant average bleaching rate of fluorophores located on each of the pixels of the object. For each individual fluorophore remaining in a frame, we determined whether it bleached (probability $P_{\text{bleach}}$) during this frame ($t \rightarrow t+\tau$), with frametime $t$ and frame integration time $\tau$. Subsequently, each image of the obtained sequence of remaining fluorophores was imaged by convolution with the point spread function (PSF, 520 nm, 1.2 NA) and subjected to Poisson noise (with the expected number of detected photons assumed as 1000 per molecule, if not stated otherwise). Upon regular imaging, the dense array of points is converted to a homogenous plateau and the rings are filled and the lines blurred (compare left inset in Fig. 1B,C). The spokes of the test pattern became indistinguishable near the center (Fig. 1C). Bleaching images of the test sample are shown in supplementary material Fig. S1A–C, with a bleaching probability of $P_{\text{bleach}} = 5\%$. The areas affected by bleaching (more or less than average) were assessed by calculating the absolute difference of an image from the previous image dimmed by the bleaching per frame. These differential images were then used to estimate the positions of fluorophores. To estimate the average bleaching decay of intensity for each image, we calculated the overall brightness ratio $\alpha_n$ of each image ($I_n$) to its preceding image. By multiplying the preceding image with $\alpha_n$, we created the expected bleached image. Finally, the difference of these expected bleach images to each image yielded the differential images ($D_n$): $D_n(x, y) = [\alpha_n I_n - I_{n+1}]$ (supplementary material Fig. S1D–F). The probability for a fluorophore to bleach during a frame is given as $P_{\text{bleach}} = 1 - \alpha$. The differential images $D_n$ were still diffraction limited, but their (bleach) maxima corresponded to a randomized sub-population of the fluorophores that were present on the object. As such, they contained less information than the raw starting images because fewer fluorophores have contributed to them. However, because these sub-images were less “crowded”, non-linear image processing could enhance these positions as selected by bleach events. Thus the combination of randomized stochastic selection and non-linear image processing extends the detection pass-band of the system beyond Abbe’s limit (see the Materials and Methods).

In this work, we used a two-step process for defining the non-linear filter (filter). First, we used a band-pass Mexican hat filter, akin to unsharp masking in Photoshop, consisting of subtracting two Gaussian-blurred versions with different sizes of the filter kernel. This Mexican hat filtering was followed by a Heaviside step function, where negative values were set to zero. The filter was used to enhance the peaks in the differential images ($D_n$) $[I_{\text{filtered}} = \sum \text{filter}(D_n)]$. Similar strategies, for example to enhance speckles, have been used earlier in dynamic speckle illumination microscopy with wavelet prefiltering (Ventalon et al., 2007).

Setting negative values to zero as well as taking the absolute value to obtain $D_n$ are the main contributions to the non-linearity in PiMP processing. Furthermore, empirically, we noticed that the sensitivity of the filtered differential images to photon noise could be further reduced by applying a weak ($\sigma = 0.8$ frames) Gaussian filter along time before the calculation of the differential images (see the Materials and Methods). The sum of the filtered differential images now generated a super-resolved image; however, the brightness was not preserved linearly when compared with the starting image. This is because the differential images provided an estimate of the local deviation from the decay of intensity. Such a deviation was expected to be on average proportional to the square root of the number contributing molecules (which can be estimated from the sum of all raw images). We therefore corrected for the brightness by multiplying the result of the summed image with the square root of all summed images from the bleach-series resulting in the final brightness-corrected PiMP image ($I_{\text{PiMP}} = \frac{I_{\text{filtered}}}{\sqrt{\sum I_n}}$). When the simulated images were generated using PiMP, more details became visible compared with the conventional image; for example, at the spokes near the center (Fig. 1D) and in the array of spots (lower left corner in Fig. 1D). The bright and the dark spokes of the test pattern also remained visible with PiMP.

Because PiMP operates beyond the single-molecule domain and uses the approximated position of fluctuating fluorophores, a potential concern is that artificial points between structures could be generated as a result of simultaneous and uniform
bleaching of two adjacent structures (leading to symmetrical profiles thus called symmetrical bleach events). Therefore, to test this, we simulated two closely located objects (i.e. two adjacent points as also included in the unresolvable grid in the test pattern above). We first compared different bleach rates (5%, 10% and 20%) as a basis to generate a respective PiMP image. Fig. 1E shows examples of the in silico object, wide-field image (50 fluorophores per point) and the consecutive PiMP result (reconstructed from ten differential images each). In contrast to the wide-field image, the PiMP images exhibited a trough between the two objects allowing us to discriminate the disjointed nature of the object. Next, we repeated this experiment ten times and generated an average line profile (Fig. 1F) through the two points. It can be seen that PiMP separates the two points reliably and that no artificial points are generated.

The reason for this is the fact that PiMP sums the individual detected events in the individual frames by preserving their relative brightness. In the case where both structures bleached symmetrically at a rate above or below the expected bleach rate, this led to some signal being detected in the middle (as well as at the real location of the points). However, the probability and thus the occurrence for such symmetrical events was less than for asymmetrical events (that led to only one of the points being highlighted). Therefore, these events contribute little to the final image. This is illustrated in Fig. 1G, where we calculated the probability for symmetrical and asymmetrical bleach events between the two points for the three bleach rates used in Fig. 1E,F for the first image. To also accommodate ‘almost’ (or quasi) symmetrical events (such as eight bleach events on one point and nine on the other point), which will have a similar effect as symmetrical events, we examined symmetrical events and those events that showed less than 30% and less than 50% brightness difference between the two points. To judge the contribution to the PiMP image, we plotted the differential probabilities for the first image generated (Fig. 1G). Clearly asymmetrical bleach events outweigh the symmetrical or close-to-symmetrical ones in all cases. Because the PiMP reconstruction is based on more than one image, we could estimate that the probability to constantly obtain images with symmetrical (and related) bleach events decreases dramatically with multiple images used (when assuming the probability of the first image upon repetition, the probability decreased exponentially). The graph in Fig. 1G illustrates the ability to separate two points using stochastic events beyond the single molecule regime, indicating that the likelihood of artificial points being generated between structures is very low.

We optimized our approach using the complex test image and varying parameters such as the number of frames for the processing, bleach-rates and dye labeling density (supplementary material Fig. S2). In addition, we also have explored low- and high-sensitivity acquisition and investigated how this affects PiMP processing (supplementary material Fig. S3). Finally, we compared the PiMP processing with top-hat filtering only and with super-resolution optical fluctuation imaging SOFI (Dertinger et al., 2009), showing improved image linearity using PiMP (supplementary material Fig. S3). Moreover, we tested how filter sizes and linear and non-linear deconvolution strategies affect PiMP processing and included a comparison with linear and non-linear deconvolution. These experiments consistently indicate that more detail of the original object was visible with PiMP (supplementary material Fig. S4). The interpretation of the different parameters used in supplementary material Figs S2–S4 resulted in a set of optimized parameters for PiMP, which were used in subsequent experiments for PiMP, which resulted in a slightly smaller footprint of microtubule width and a slightly more spotted appearance compared with PiMP. However, in dSTORM we needed to analyze many more images to reveal the microtubular structure (20,000) compared with PiMP (25).

To further compare and test our approach, we imaged the same sample and testing for the stochastic variability of the reconstruction, we compared the PiMP analysis derived from images 0–25 (Fig. 2B) with the PiMP analysis obtained from the following 26–50 frames (Fig. 2C). This demonstrates that both PiMP images are comparable with slightly more noise present in the second reconstruction, which is due to the progressing bleaching in the second series of images. This highlights the consistency of PiMP analysis in biological samples.

We compared PiMP with well-established super-resolution techniques. For this purpose, microtubules were co-immunolabeled with another secondary antibody, now conjugated to Alexa Fluor 568. We used a dSTORM approach to image the Alexa Fluor 568 dual-labeled microtubules in the presence of thiols and using 405 nm light to aid the return of fluorophores to their ground state (Fölling et al., 2008; Heilemann et al., 2008; Heilemann et al., 2009; van de Linde et al., 2011) (Fig. 2D). Compared with PiMP analysis (Fig. 2B), both approaches revealed the same structures (quantified in Fig. 2G), with dSTORM achieving better resolution as revealed by a smaller footprint of the microtubular width and a slightly more spotted appearance compared with PiMP. However, in dSTORM we needed to analyze many more images to reveal the microtubular structure (20,000) compared with PiMP (25).

To validate the reproducibility of PiMP reconstruction using the same sample and testing for the stochastic variability of the reconstruction, we compared the PiMP analysis derived from images 0–25 (Fig. 2B) with the PiMP analysis obtained from the following 26–50 frames (Fig. 2C). This demonstrates that both PiMP images are comparable with slightly more noise present in the second reconstruction, which is due to the progressing bleaching in the second series of images. This highlights the consistency of PiMP analysis in biological samples.

**PiMP on biological samples**

To investigate the performance of PiMP on biological samples, we immunolabeled microtubules with Alexa Fluor 488 secondary antibodies in mouse embryonic fibroblasts (MEFs) (Fig. 2A). When cells were scanned 25 times with 488 nm light using a wide-field microscope, progressive bleaching of the sample was observed. Imaging using PiMP reveals labeled microtubules with a higher resolution compared with a regular wide-field image.

To validate the reproducibility of PiMP reconstruction using the same sample and testing for the stochastic variability of the reconstruction, we compared the PiMP analysis derived from images 0–25 (Fig. 2B) with the PiMP analysis obtained from the following 26–50 frames (Fig. 2C). This demonstrates that both PiMP images are comparable with slightly more noise present in the second reconstruction, which is due to the progressing bleaching in the second series of images. This highlights the consistency of PiMP analysis in biological samples.

We compared PiMP with well-established super-resolution techniques. For this purpose, microtubules were co-immunolabeled with another secondary antibody, now conjugated to Alexa Fluor 568. We used a dSTORM approach to image the Alexa Fluor 568 dual-labeled microtubules in the presence of thiols and using 405 nm light to aid the return of fluorophores to their ground state (Fölling et al., 2008; Heilemann et al., 2008; Heilemann et al., 2009; van de Linde et al., 2011) (Fig. 2D). Compared with PiMP analysis (Fig. 2B), both approaches revealed the same structures (quantified in Fig. 2G), with dSTORM achieving better resolution as revealed by a smaller footprint of the microtubular width and a slightly more spotted appearance compared with PiMP. However, in dSTORM we needed to analyze many more images to reveal the microtubular structure (20,000) compared with PiMP (25).

To further compare and test our approach, we imaged the same preparation (but a different region) on a commercially available structured illumination (SIM) set-up. Dual-color N-SIM imaging (using a 1.49 NA lens) improved the resolution when compared with the wide-field image (Fig. 2E,F). The comparison of N-SIM (green channel) performance with PiMP (Fig. 2B) indicated that despite using a less effective objective lens (NA 1.3), PiMP resulted in a slightly smaller footprint of microtubule width (Fig. 2G). Overall, these experiments highlight that the sub-diffraction performance of PiMP is within the range as achieved by established methods such as dSTORM and SIM. Moreover, because of the stochasticity of antibody binding, both dual color PiMP (Fig. 2H,I) as well as SIM (Fig. 2E,F) yielded a similar...
Table S1. Scale bars: 1 mm. 

Fig. 2. Control experiments and comparison of PiMP on biological specimens with existing nanoscopical techniques. (A) Wide-field microscopy of microtubules immunolabeled with anti-tubulin and visualized using Alexa-Flour-488-conjugated secondary antibodies. Sum of 25 sequential frames. (B) PiMP processing of the series used in A yields improved resolution. (C) PiMP reconstructions of the same region as used in A. The second reconstruction is made from the consecutive images 26–50. B and C reveal the same structures with slightly more noise in the PiMP image calculated from the series consisting of the images 26–50 because of progressed bleaching of the sample. B and C demonstrate the reproducibility of PiMP imaging. (D) dSTORM image of the same microtubules as in A and B revealed by Alexa-Flour-568-conjugated secondary antibodies. The dSTORM reconstruction of microtubules at 30 nm was achieved using the QuickPALM plugin (Henriques et al., 2010). (E) Wide-field and (F) N-SIM image of the microtubule sample labeled with Alexa-Flour-488- and Alexa-Flour-568-conjugated secondary antibodies (same coverslip as A–C). Image in F reveals the microtubules patterned in the two colors as a result of the stochastic binding of antibodies. (G) Quantification of the microtubule width as measured in A, B and C (region indicated by the yellow line in A) and of the green channel of the N-SIM image (F; indicated by the yellow line). (H) Wide-field and (I) PiMP images of the same sample (different cell) revealing the same type of patterning as in E,F. (J,K) Zoomed images of a relative homogenous region of I (indicated by the white square); representing that principally the same structures are revealed when PiMP is applied on the same structure using different antibodies, underscoring the reliability of PiMP. Details on imaging conditions are given in supplementary material Table S1. Scale bars: 1 μm.

Patterning appearance for the two colors on the microtubules (Fig. 2F,I). This patterned appearance was visible in wide-field image, but became far more prominent with sub-diffraction imaging. When analyzing regions of relative homogenous staining, PiMP reconstruction displays the same structure in both color channels (Fig. 2J,K).

To further scrutinize the versatile use of PiMP, we imaged the Drosophila neuromuscular junction (NMJ) in larval tissue using a confocal microscope. Bruchpilot (BRP) is an integral component of the active-zone where synaptic vesicles fuse with the membrane and the protein organizes in a ‘parasol-like’ structure [which appears as a ‘T-bar’ in transmission electron microscopy (TEM)] with its C-terminal end in the cytoplasm (Kittel et al., 2006). PiMP resolves clearly the ring-like appearance of the immunolabeled C-terminal BRP antigen that had earlier been revealed with super-resolution STED microscopy (Kittel et al., 2006; Fouquet et al., 2009; Hallermann et al., 2010), further underscoring the reliability of PiMP. These results additionally demonstrate that the full capacity of optical sectioning of a confocal microscope can be used for sub-diffraction imaging, which allows PiMP analysis in tissues.

To test whether PiMP could be used to increase resolution in z-stacks, we again turned to immunolabeled microtubules. When samples are imaged at different z-positions additional ‘unrecorded’ bleaching occurs. It is clear that the unrecorded bleaching and consequent loss of signal poses a potential limit to imaging of large z-stacks with PiMP. To allow PiMP imaging in 3D, low bleach rates (~1.9% per frame) were chosen to create a z-stack with the aim of applying PiMP to the complex 3D subcellular organization of this microtubule network imaged at 1 Airy unit at sub-diffraction resolution (Fig. 3E,F,G), thus demonstrating the 3D potential of PiMP (Fig. 3G).

Given the time needed to acquire a bleaching trail to generate a PiMP image, the strategy is currently not amenable to fast time-lapse imaging. However, slowly evolving processes (in the time frame of minutes) could be within reach for live PiMP imaging. We explored this by expressing GFP-tagged doublecortin (DCX), a neuronal microtubule binding protein, in MEFS (Fig. 3H,I,J, quantified in 3K). We imaged at 2 Hz over a period of 100 seconds, and assigned 50 consecutive images to each time.
point (25 seconds; ~0.3% bleaching per frame). Within this time frame, not all fluorophores binding the microtubules bleached, and new ones were probably incorporated and used in subsequent time points to generate a bleach series of total 250 images (Henriques et al., 2011; Izeddin et al., 2011). Thus, although our time resolution was in the seconds range, we could monitor the growth of microtubules live and at significantly improved resolution using PiMP. Similar to live PALM imaging (Shroff et al., 2008), the time resolution achievable was largely dependent on imaging speed and on the number of differential images needed to reconstruct the image, thereby avoiding phototoxicity as much as possible. In contrast to PALM imaging, fewer images were required for the reconstruction with PiMP because more information per differential image is used compared with single-molecule techniques.

Finally, we used our method for multicolor imaging of protein localization in subcellular organelles and investigated whether we could discern microdomain or nanodomain preferences. In Alzheimer’s disease pathology, the major component of senile plaques consists of Aβ peptides. These short peptide fragments are generated from a larger amyloid precursor protein (APP) by two subsequent proteolytic events mediated through BACE1 and γ-secretase, respectively (Sannerud and Annaert, 2009). The prevailing idea is that the early endosomes constitute a major site for BACE1-mediated processing of APP (Schneider et al., 2008; Sannerud et al., 2011). This can be demonstrated by co-expressing CFP–RAB5(Q79L) (a dominant active form of RAB5 giving rise to enlarged endosomes) with Cherry–APP–YFP (a dual fluorescent-tagged APP bearing Cherry in its ectodomain and YFP at its C-terminus) (Sannerud et al., 2011).

Confocal analysis of enlarged endosomes clearly shows a luminal growth of microtubules live and at significantly improved resolution, allowing us to discern the synaptic areas (Fig. 4). As shown in Fig. 4A, B, C and D, quantitative of T-bar size in PiMP (hole diameter) and in TEM (arrow in C). Student’s t-test, not significant. (E) Immunolabeled (Alexa Fluor 568) microtubules in MEF cells. Shown is the sum of the 100 bleach images of a single slice from a stack of eight sections. (F) PiMP processed single slice of E. (G) 3D reconstruction of the stack of eight sections. (H) Overview of MEF cell expressing a microtubule-binding protein (doublecortin, DCX) fused to GFP. (I) Time course of five times 25 seconds of the box shown in H. At each time point 50 confocal images are summed. (J) The corresponding PiMP image at the respective time points. PiMP discriminates the two tubules better than in the original image. (K) Line graph comparing I with J, at the positions indicated by the yellow line in I. (L) HeLa cells were co-transfected with Cerulean–RAB5(Q79L) and Cherry–APP–YFP. 24 hours later, cells were fixed, immunostained for EEA1 and mounted before imaging. The RAB5 mutant leads to enlarged endosomes, whereas ectodomain shedding of APP leads to the accumulation of Cherry–APP in the lumen of these enlarged endosomes. Overview of the cell is shown in L. White rectangle indicates the area further analyzed in M–V. (M–P) Sum of 50 confocal images (at one z-position) and (R–U) the respective PiMP images of (M,R) Cerulean–Rab5Q79L (blue), (N,S) APP–YFP (green), (O,T) Cherry–APP (red) and (P,U) EEA1 (purple). (Q) Merge of M, N and P. (V) Merge of (R, S and U). PiMP analysis reveals the distinct microdomain localization of APP–YFP versus CFP–RAB5 and EEA1-positive domains. Scale bars: 1 μm for all panels except C, which is 100 nm. Details on imaging conditions are given in supplementary material Table S1.

Thus far we presented data from imaging with high numerical aperture (NA) lenses. However, PiMP leads to a relative improvement of resolution, as defined by the optical system and thus, potentially, also applies to lenses with low NA. We therefore imaged the synaptic marker syndapin (Kumar et al., 2009) at synaptic boutons of Drosophila neuromuscular junctions (NMJs) using different objective lenses and both a wide-field and a confocal system (Fig. 4). As shown in Fig. 4A,B, and using a 0.45 NA 20 × objective lens, wide-field images of individual boutons (~2 μm in diameter) appear as blurred round structures. Imaging the same area multiple times using the same lens and camera, and processing the data using PiMP strongly increased resolution, allowing us to discern the synaptic areas (Fig. 4C). Next, we used a 1.4 NA 100 × lens and obtained wide-field...
PiMP is a novel super-resolution imaging method that allows discriminating features beyond the diffraction barrier. It does so by calculating differential images from a series of bleaching events and subsequently analyzing and enhancing sub-populations of the bleached fluorophores. The method is not limited to bleaching and can also be used for any other stochastic event such as photoconversion or blinking. The nonlinear processing in (and of) the differential images allows for the reconstitution and localization of the underlying structures far better than if all fluorophores are imaged and processed simultaneously (linearly or nonlinearly). In addition to the theoretical background we provide a variety of biological examples to demonstrate the broad applicability of PiMP for multifluorescent imaging, using standard immunolabeling or fluorescent protein tags, 3D reconstruction and (limited) live imaging of slowly evolving processes.

Methods such as PALM and STORM can resolve structures at close distance by sporadic activation of individual fluorophores followed by fitting, assuming that the fluorescence comes from only one point (Huang et al., 2010) or from a small number of separatable fluorophores (Holden et al., 2011; Huang et al., 2011). STED achieves this by turning neighboring fluorophores off using a second donut-shaped STED laser in addition to the excitation laser (Klar et al., 2000). Hence, such methods either localize single molecules, or in the continuous case, use spatially non-uniform illumination and a nonlinear photo-response (Heintzmann and Gustafsson, 2009). PiMP is based on the common principle used in true pointillistic techniques (e.g. PALM and STORM) to improve the resolution by separating emitters in time. However, PiMP differs fundamentally from these localization methods because (1) single-molecule separation is not a requirement and (2) the starting point of PiMP is the complete fluorescently stained sample. It thus circumvents the need for specially tailored fluorophores, media or ground state depletion of the fluorescence in a sample.

Given that PiMP acts beyond the single-molecule regime, it is therefore different from methods that construct the image from absolute positions of individual fluorophores, either through photo-activation, bleaching, blinking, return from excited (dark) or triplet states, including PALM, STORM, ground state depletion (GSDM), single-molecule high-resolution imaging with photobleaching (SHRImP), nanometer-localized multiple single-molecule (NALMS) or single-molecule super-resolution of cellular nanostructures using subtractive images (Gordon et al., 2004; Qu et al., 2004; Ram et al., 2006; Folling et al., 2008; Kaufmann et al., 2009). PiMP also does not require quantum dots as used in Triexciton imaging with three-dimensional sub-diffraction resolution (Hennig et al., 2009).

As the basis for PiMP is the analysis of a time series of bleach events, it is related to the previously described super-resolution optical fluctuation imaging SOFI (Dertinger et al., 2009), which also analyzes the fluctuation behavior of pixels over time to obtain the final reconstruction. SOFI does so by using higher statistical cumulants. In contrast to SOFI, PiMP does not require repeatedly blinking emitters, but can deal with simple fluorophore bleaching. The idea behind PiMP is to perform non-linear feature-enhancing image processing on sub-images before joining the jigsaw pieces consisting of sub-populations of the object, leading to a much improved brightness linearity when compared with SOFI. The PiMP strategy to combine sub-images highlighting sub-populations of fluorophores is also related to structured illumination (Heintzmann and Benedetti, 2006) and dynamic speckle illumination microscopy (Ventalon et al., 2007). For these techniques, algorithms have been described that do not require the knowledge of the illumination pattern but that allow to achieve super-resolution and improved optical sectioning using non-linear image-processing strategies (Heintzmann and Benedetti, 2006; Ventalon et al., 2007). PiMP uses a similar principle (without the need of upfront knowledge of the structure or the illumination pattern) but uses a stochastic process instead of projecting a random pattern for optical sectioning and super-resolution. Therefore unlike non-linear techniques such as non-linear SIM and STED (Gustafsson, 2005; Heintzmann, 2006; Hell, 2007), PiMP has no necessity for spatially controlled saturated fluorophore depletion, as in STED, or saturated excitation, as in saturated patterned excitation (Heintzmann et al., 2002).

PiMP operates under various imaging modalities and to underline this generality we have shown that PiMP goes beyond the resolution limit as defined by Abbe’s diffraction limit of the actual device, be it a wide-field system or a confocal microscope. Thus PiMP also improves the resolution of images acquired with low NA lenses (Fig. 4), further extending the potential implementations of PiMP. The PiMP concept does not rely on a specific image-processing step, as long as individual
images are processed in a non-linear way. Thus other processing steps could be applied to enhance and/or detect the bleach peaks and maxima of the uneven intensity distributions in the differential images. Such methods could for example be other high-pass filters, the direct detection of local maxima or edge enhancement or even non-linear deconvolution; however, as demonstrated in this work, and importantly for a fast and broad dissemination of the approach, even simple filters yield super-resolution.

PiMP performance is directly coupled to the bleach rate and its resolving power is comparable but not fundamentally limited to linear approaches such as structured illumination. PiMP can improve the observed resolution by more than a factor of two [i.e. around 96 nm using a 1.2 NA lens (high-sensitivity conditions; supplementary material Fig. S3)], similar to commercial STED and SIM, and within an order of magnitude from the resolution that is theoretically obtainable by single-molecule localization methodologies (Huang et al., 2010).

Although it is clear that the above methods are valuable and that PALM, STORM and STED set-ups can exceed the resolution attained by PiMP. The major advantage of PiMP is that it improves resolution with no need for specialized instrumentation, special labels or single-molecule accuracy, allowing for multicolor 3D imaging of subcellular compartments, organelles and macromolecular structures in cells and tissues. This makes PiMP attractive to a rapidly expanding number of cell biologists who require significantly higher resolution in combination with multicolor imaging to address their research questions.

Materials and Methods

Modelling and theory

A microscopy image \( g(x) \) can be approximated by

\[
g(x) = \mathcal{H}(-\xi)\mathcal{F}(\xi)\mathcal{W}(-\xi),
\]

with \( \mathcal{H} \) being the point spread function (PSF) and \( \mathcal{F} \) being the object imaged. This convolution is written as

\[
G(k) = H(k)F(k),
\]

in Fourier space with capital letters denoting the respective Fourier-transformed quantities. The optical transfer function \( H(k) \) is band limited, the famous Abbe limit, which corresponds to a real space grating constant of \( D_{\text{max}} = 0.5 \text{ mrad} / \text{NA} \), with \( \lambda \) being the wavelength and \( \text{NA} \) being the numerical aperture of the objective lens. Spatial information of the object beyond the Abbe limit frequency is lost in the image \( g \).

Assuming that the object, is constituted by a grid of \( n \) irresolvable sub-objects at a distance \( d < D_{\text{max}} \), the object can be considered as the sum over all the sub-objects. Therefore, imaging the total structure means imaging:

\[
f(x) = \sum_j f_j(x)
\]

and consequently,

\[
G(k) = \sum_j H(k)f_j^*(k),
\]

where \( f_j(x) \) is the function that describes the sub-object \( j \).

If we consider imaging such a regular array of points of equal brightness at distances below Abbe’s limit, the image would be of uniform brightness. During the stochastic bleaching the brightness fluctuates, which can be analyzed for super-resolution. A formal argument against a super-resolution strategy using bleaching is that all images of a bleach series are subject to the same diffraction limit and that therefore no super-resolution information can be retrieved. However, it is important to realize that the original, meaning the object, is decomposed by bleaching [showing stochastic selections of \( f_j(x) \)]. The resulting brightness fluctuations will cluster around the positions of the structures harboring the fluorophors, in consequence bleaching images. This reveals the positions of fluorophors allowing retrieval of information on the underlying structure.

The non-linear image processing steps in PiMP sharpen the retrieved information beyond the Abbe limit. Owing to the stochastic nature of bleaching, these high-frequency guesses are on average justified allowing the reconstruction of information beyond the Abbe limit.

Similarly, lower-frequency information caused by higher-frequency sample details enters the pass-band of the microscope. If pictured this way, this is akin to structured illumination (SI) microscopy (Heintzmann, 2006). Thus, PiMP shares some similarity to super-resolution structured illumination approaches with random patterns (Heintzmann and Benedetti, 2006; Venton et al., 2007), by decomposing the object, more structural information of the object can be retrieved. This is no violation to equation (1) or equation (2) because of the linearity of the imaging, the sum of the sub-images of all \( f_j(x) \) will be equal to equation (3).

To recover a sufficient amount of information, several bleached images need to be acquired, i.e. in a homogeneously labeled object, maxima will be detected during bleaching at uniformly distributed positions throughout the structure. Alternatively, in the case of a detailed structure, the maxima will be detected at similar (meaning re-occurring) positions, yielding a re-constructed object. This obviously requires some degree of redundancy in the labeling. To see how reasonable this redundancy is, we have to consider a typical biological preparation, the structural information to be retrieved and standard labeling and expression protocols. Therefore, in the following, we consider as examples the protein Brp and microtubules as shown in the main text. It is expected that 25 Brp molecules form a T-bar. That means that primary antibodies bind those antigens with high specificity. Next, polyclonal secondary antibodies are used. Multiple secondary antibodies can bind one primary antibody. The secondary antibodies are commercially available antibodies that are labeled with multiple fluorophores. According to our information (Invitrogen Manuals; IgG Alexa whole antibody conjugates holding 2–8 fluorophores), five fluorophores is a reasonable estimate for a standard secondary antibody. Consequently we estimate 250 fluorophores per T-bar. For microtubules, approximately 13 proto-filaments form a quasi-helical cylinder (25 nm width) with one turn being of 4 nm length (Pollard and Earnshaw, 2002). This means that the structural information is 55 nm (25 nm plus twice the dual antibody length (2 x 15 nm)). That is roughly 13 turns resulting in 169 (\( \alpha \) and \( \beta \) antigens. If about half of them are available because of microtubule binding proteins, we can expect up to ~840 fluorophores. If we use a GFP-conjugated microtubule-binding protein (e.g. doublecortin), we can expect up to 84 of them. In the simulations, we have used between 50 and 100 fluorophores. From the way the biological samples are prepared, we can see that the assumption of clusters of fluorophores is reasonable.

Simulation of data

Simulations were performed using Matlab 2008b (Mathworks) and the Matlab toolbox Dipimage 2.3 (TU Delft). First, an object (50 nm pixel pitch) was generated in 3D. The object was labeled with dye molecules according to the local concentration per pixel. For simplicity, we assumed each molecule had uniform brightness, even though this is not a requirement for PiMP. A bleach series was then generated by successively removing dye molecules in each frame. Each molecule was individually tested in each frame whether it bleached according to the given bleach probability of a single molecule per frame, \( P_{\text{bleach}} \). A list of the molecules remaining after each frame was kept during the time course of the simulation forming the basis for testing of bleaching in the next frame. A theoretical PSF (1.2 NA; 520 nm emission light and a refractive index of the sample of 1.33) was computed using vectorial theory and convolved with the bleach series to obtain the corresponding ideal images. These images were subjected to Poisson-distributed photon noise with the number of photons per molecule as indicated to yield the simulated detection images.

To calculate the probabilities for Fig. 1G, a matrix of probabilities for two draws with a starting value of 50 and a probability of 5%, 10% and 20% was calculated for the range of events from zero to 15 using the Binomial density function in Matlab. Values above 15 were omitted because the probability for these events became smaller and smaller. The probabilities for equal brightness (symmetrical bleaching) and close to symmetrical events based on the similarity of the brightness (difference <30% and <50%) was summed.

Data processing

Pixel-by-pixel image processing was carried out using custom-made routines in Matlab and ImageJ according to the schemes described in the main text. Background correction was applied (where necessary) by subtracting a background value, respectively. Where required, sequential images were converted for drift artifacts using the Stackreg plug-in (Thielen et al., 1998) or by a correlation function in Matlab. Processing was performed as described in the results section.

Fluorescence imaging

0.1 μm microspheres (beads) (supplementary material Fig. S5) were imaged using a Radiance 2100 confocal microscope (Zeiss, Jena, Germany), equipped with a
Nikon 1.4 NA oil-immersion lens. Images in Fig. 2A–D were acquired using a breadboard setup that was described recently (Adam et al., 2011). In vivo cell constituents are 405 nm, 488 nm, 561 nm lasers (Spectra Physics, Santa Clara, CA) an Olympus (Tokyo, Japan) inverted microscope (IX71 with a 3.3 tube lens), a 100 × 1.3 NA oil-immersion lens and a Hamamatsu (Hamamatsu, Japan) ImageEM 512 × 512 camera. N-SIM imaging in Fig 2E,F was acquired using a TiE inverted microscope (Nikon, Tokyo, Japan) equipped with a structured illumination unit, a 1.49 NA oil-immersion objective lens and an Andor (Belfast, UK) iXon DU987 EMCCD camera and comprising 488 nm and 568 nm laser modules.

In imaging in Fig. 3A,B, Fig. 3H–I and Fig. 4F,G was performed using a Nikon A1R confocal unit mounted on a T2000 inverted microscope equipped with a Plan Apo 60 × NA 1.4 oil-immersion lens (Nikon). Fig. 3E–GL–V were acquired using a Leica (Wetzlar, Germany) SP5 confocal scan head mounted on a DM Imaging conditions listed in supplementary material Table S1.
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Table S1. Imaging conditions and antibody dilutions

<table>
<thead>
<tr>
<th>picture</th>
<th>pixel size</th>
<th>scan speed (FPS)</th>
<th>pixel dwell time</th>
<th>lasers/ Filters</th>
<th>laser power in the object plane in (µW)</th>
<th>number of frames</th>
<th>primary AB</th>
<th>sec. AB</th>
<th>Dye</th>
<th>PIMP conditions</th>
</tr>
</thead>
<tbody>
<tr>
<td>suppl. Fig S5</td>
<td>60/67 nm</td>
<td>2 (frames per second)</td>
<td>7.8 µS</td>
<td>543 nm</td>
<td>19.8 µW</td>
<td>60/80</td>
<td>(0-255) 65</td>
<td>TetraSpeck microspheres Emission 600nm</td>
<td>Filter 0.9/0.8 Binned to 0.05 Run Av 0.8</td>
<td></td>
</tr>
<tr>
<td>2A, B, C</td>
<td>48.48 nm</td>
<td>-</td>
<td>750 ms</td>
<td>488 nm</td>
<td>500 µW</td>
<td>25 / 25</td>
<td>non</td>
<td>1:300</td>
<td>1:600</td>
<td>Alexa 488 Emission 520nm</td>
</tr>
<tr>
<td>2D</td>
<td>48.48 nm</td>
<td>-</td>
<td>30 ms</td>
<td>561 nm</td>
<td>28.8 mW</td>
<td>20 000</td>
<td>max, EM Gain</td>
<td>1:300</td>
<td>1:600</td>
<td>Alexa 568 Emission 603nm</td>
</tr>
<tr>
<td>2E, F</td>
<td>63 nm</td>
<td>-</td>
<td>750 ms</td>
<td>488 nm/561 nm</td>
<td>unknown (company test setup)</td>
<td>(15 per channel)</td>
<td>EM Gain 300</td>
<td>1:300</td>
<td>1:600</td>
<td>Alexa 488 Emission 520nm; Alexa 568 Emission 603nm</td>
</tr>
<tr>
<td>2H, I, J, K</td>
<td>48.48 nm</td>
<td>-</td>
<td>750 ms</td>
<td>488 nm/561 nm</td>
<td>250 µW</td>
<td>50 per channel</td>
<td>non</td>
<td>1:300</td>
<td>1:600</td>
<td>Alexa 488 Emission 520nm; Alexa 568 Emission 603nm</td>
</tr>
<tr>
<td>3A, B</td>
<td>67 nm</td>
<td>2 FPS</td>
<td>16.5 µS</td>
<td>488 nm</td>
<td>1.7 µW</td>
<td>80</td>
<td>(0-255) 60</td>
<td>1:100</td>
<td>1:100</td>
<td>Alexa 488 Emission 520nm</td>
</tr>
<tr>
<td>3E, F, G</td>
<td>55 nm</td>
<td>1.4 FPS</td>
<td>2.8 µS</td>
<td>543 nm</td>
<td>40.5 µW</td>
<td>100</td>
<td>8 z-sections 0.3 µm steps (in total 800)</td>
<td>(0-1250) 700</td>
<td>'-'</td>
<td>'-'</td>
</tr>
<tr>
<td>3I, J</td>
<td>69 nm</td>
<td>2 FPS</td>
<td>3.9 µS</td>
<td>488 nm</td>
<td>21.8 µW</td>
<td>251 / 50</td>
<td>(0-255) 20</td>
<td>-</td>
<td>-</td>
<td>Alexa 488 Emission 520nm</td>
</tr>
<tr>
<td>3 M-V</td>
<td>27 nm</td>
<td>0.78 FPS</td>
<td>4.9 µS</td>
<td>458 nm</td>
<td>11.6 µW</td>
<td>46.5 µW</td>
<td>14.8 µW</td>
<td>64.4 µW</td>
<td>50 per channel</td>
<td>(0-1250) 500</td>
</tr>
<tr>
<td>4 A-C</td>
<td>370 nm</td>
<td>un-delayed</td>
<td>800 ms</td>
<td>Metal Halide 645/30</td>
<td>-</td>
<td>-</td>
<td>100 images separated by 3s bleach images</td>
<td>-</td>
<td>1:200</td>
<td>1:100</td>
</tr>
<tr>
<td>4 E, F</td>
<td>73 nm</td>
<td>un-delayed</td>
<td>500 ms</td>
<td>Hg Lamp 675/55</td>
<td>-</td>
<td>116</td>
<td>-</td>
<td>1:200</td>
<td>1:100</td>
<td>Alexa 647 Emission 668 nm</td>
</tr>
<tr>
<td>4 G, H</td>
<td>75 nm</td>
<td>1</td>
<td>9 µS</td>
<td>639 nm</td>
<td>2.5 µW</td>
<td>53</td>
<td>75</td>
<td>1:200</td>
<td>1:100</td>
<td>Alexa647 Emission 668 nm</td>
</tr>
</tbody>
</table>

(*) Laser intensity was measured using an Ophir (Ophir Optronics, Jerusalem) and Nova laser power meter and Coherent (Santa Clara, CA) FieldMaxII-TO with sensor OP-2 VIS. For PiMP reconstructions, a sampling ratio (0.51emmission wavelength/NA/pixel size) of ~4.4 with a filter size of 1.1 was used in the simulations (see above). In the experiments, PiMP settings were adjusted accordingly using the emission PSF for adjusting the filter in all experiments. This is done as PiMP is an image-based technique. (*) Larger filter was used as the PSF is expected to be distorted due to additional blur and when measuring movements in samples and within the Drosophila embryonic tissue, respectively.